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Abstract—Vehicles on roads have increasingly powerful computing capabilities and edge nodes are being widely deployed. They can

work together to provide computing services for onboard driving systems, passengers, and pedestrians. Typical applications in

vehicular systems have service requirements such as low latency and high reliability. Most studies in vehicular networks concerning

latency and reliability focus on vehicular communication at the network level. Based on these fundamental works, an increasing

proportion of vehicles boast complex applications that require service-level end-to-end performance guarantees. Several works

guarantee service-level latency or reliability while new and innovative applications are demanding a joint optimization of the above two

metrics. To address the critical challenges induced by the joint modeling of latency and reliability, system uncertainty, and performance

and cost trade-off, we employ service request duplication to ensure both latency and reliability performance at the service level. We

propose an online learning-based service request duplication algorithm based on a multi-armed bandit framework and Lyapunov

optimization theory. The proposed algorithm achieves an upper-bounded regret compared to the oracle algorithm. Simulations are

based on real-world datasets and the results demonstrate that the proposed algorithm outperforms the benchmarks.

Index Terms—Vehicular edge computing, service-level latency, service-level reliability, service request duplication

Ç

1 INTRODUCTION

VEHICLES on the road have increasingly powerful comput-
ing capabilities. One global forecast is that total electric

vehicle sales would secure approximately 32% of the total
market share for new car sales by 2030.1 Electric vehicles
usually have powerful computing capabilities together with
dozens of cameras, sensors, and storage systems, which
makes them supercomputers on wheels. Nivida, a manufac-
turer of chips used in autonomous vehicles, says a self-driv-
ing car can have the equivalent computing power of 200
laptops.2 What if vehicles, in addition to serving as transpor-
tation, also offer computing services? Meanwhile, the key
enabler of intelligent transportation, 5G infrastructure has
developed rapidly. For example, China so far has already
built more than 1.15 million 5G base stations.3 Besides, many

companies invest heavily in edge computing as a key
pillar for their overall 5G rollout [1], [2]. Thus, service
requests from driving systems, passengers, and pedes-
trians can get computing services from nearby vehicles
and edge servers.

The prime focus of vehicular applications is to guaran-
tee quality of service (QoS) requirements such as latency
or reliability. Moreover, the joint optimization of both
latency and reliability has become the norm in the context
of 5G Ultra-Reliable and Low-Latency Communication
(URLLC) for vehicular networks. Existing studies in [3],
[4], [5], [6], [7], [8] addressing these requirements focus
on vehicular communication at the network level, which
are fundamental. They aim to complement physical-level
techniques such as automatic repeat request scheme, and
its hybrid version at the medium access layer. However,
an increasing proportion of vehicles boast complex appli-
cations such as autonomous driving, navigation, and
other safety diagnostics, which have service-level end-to-
end performance requirements [9]. Due to vehicular
mobility and dynamic computation resource availability,
the service-level performance may still suffer from critical
uncertainty despite reliable network-level performance.
Such observation leads to the service-level guarantees for
vehicular applications [10], which requires looking into
the whole service process of both the communication part
and computation part. Also, recent works enhance service
reliability [11] and minimize service latency [12], [13],
[14], which guarantee service-level performance very
well. Yet increasingly new and innovative vehicular
applications require both service-level reliability and
latency guarantee [10]. Hence, we are motivated to guar-
antee service-level latency and reliability jointly, which is
non-trivial due to the following challenges.
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First, there can be conflicts between latency and reliability
performance in vehicular networks [15] because reliability
enhancement mechanisms such as retransmissions can
increase latency. It is hard to jointly enhance both latency
and reliability performance. Second, service-level latency
and reliability characterize different statistical properties of
the latency distribution. Service-level latency represents the
expectation of the latency distribution while reliability
focuses on extreme events with low occurrence probabilities.
It is challenging to quantify the correlation between service-
level latency and reliability. Third, optimizing service-level
latency and reliability for vehicular applications suffers from
inherent uncertainty due to unpredictable vehicle mobility,
the fluctuating wireless environments, and heterogeneous
vehicle computing capabilities.

For the first challenge, we adopt an intuitive solution, i.e.,
service request duplication, to jointly improve service-level
latency and reliability. If we duplicate a service request and
send them to multiple server vehicles, the service request
can be completed more quickly when the vehicles have a
different amount of idle resources. A service request is con-
sidered completed if one of the duplications finishes and
such an At-Least-One rule can improve service-level reli-
ability when one or several requests fail. Service request
duplication has its superiority especially in vehicular sys-
tems with fluctuating wireless environment and dynamic
computation resource accessibility. The idea is to guarantee
performance at the cost of resource redundancy. With
increasing powerful computing capabilities in vehicles, ser-
vice request duplication becomes feasible because the huge
array of onboard capabilities are often underutilized [11].
For the second challenge, we construct a joint model of ser-
vice-level latency and reliability and investigate the correla-
tion between them based on the joint model. For the third
challenge, we propose an online learning-based service
request duplication algorithm to address the exploitation-
exploration tradeoff in the face of system uncertainty as
well as the performance and cost tradeoff incurred by ser-
vice request duplication.

The main contributions are summarized as follows:

� We present a joint model of service-level latency and
reliability for vehicular applications and investigate
the correlation between thembased on the jointmodel.

� We formulate the problem as a combinatorial Multi-
armed Bandit (MAB) problem with long-term cost
and reliability constraints and adopt the Lyapunov
optimization technique to properly tradeoff the QoS
guarantee and system resource cost.

� Wepropose an online learning algorithm tominimize

service-level latency under high-reliability and sys-

tem resource cost constraints. Further, we rigorously

prove that the proposed algorithm has a cumulative

regret (learning loss) ofOð ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T logT
p Þ.

� We carry out extensive simulations using the real-
world datasets of Shanghai Taxi Trace and Shanghai
Telecom’s Base Station. The proposed algorithm out-
performs benchmark algorithms in the simulations.

The remainder of this paper is organized as follows. We
introduce the related work in Section 2. We describe the sys-
tem model in Section 3. And we formulate the problem in

Section 4. In Section 5, we design the online learning algo-
rithm. The simulation results are shown in Section 6. We
conclude in Section 7.

2 RELATED WORK

In this section, we analyze the related works which can be
divided into three categories: ultra-reliability and low-
latency communication, service duplication, and task off-
loading in Vehicle Edge Computing (VEC).

Ultra-Reliable and Low-Latency Communication. Most VEC
studies [3], [4], [5], [6], [7], [8] addressing latency and reli-
ability focus on vehicular communication at the network
level. Samarakoon et al. [3] propose a resource allocation
algorithm that minimizes the network-wide power con-
sumption of vehicular users subject to high reliability in
terms of probabilistic queuing delays. By exploiting the ben-
efits of the massive multiple-input multiple-output concept,
Yang et al. [4] propose a two-stage radio resource allocation
algorithm based on a novel twin timescale perspective to
avoid the frequent exchange of near-instantaneous channel
state information. Abdel-Aziz et al. [5] propose an age of
information-aware transmission power and resource block
allocation algorithm to balance a tradeoff between minimiz-
ing the probability that the vehicles’ age of information
exceeds a predefined threshold and maximizing the knowl-
edge about the network dynamics. They [6] further develop
a novel framework to characterize and optimize the tail of
the age of information in vehicular networks. Liu et al. [7]
propose a power minimization algorithm based on extreme
value theory to satisfy second-order statistical constraints
on reliability. These works investigate algorithms of
improving the reliability or latency of vehicular networks.
Moreover, Ge [8] proposes a joint function to evaluate the
joint impact of latency and reliability in vehicular networks.
As service-level performance is inherently dependent on
network-level performance, these works are fundamental to
guarantee service-level requirements. Base on these works,
we focus on the uncertainty in the whole service process
including both the communication and computation parts.

Service Duplication. Previous works focus on service
duplication to reduce latency. Vulimiri et al. [16] exploit
redundancy to achieve reduced latency (especially the tail
of the latency distribution) by using extra computing capac-
ity. Joshi et al. [17] use queue theory to analyze the latency
and cost for queueing tasks in cloud computing systems,
which provide significant insight to combat latency variabil-
ity in various servers. Niknam et al. [18] design an algorithm
to determine the replication factor for each task in the acy-
clic SDF graph of streaming applications to improve the uti-
lization of processors. Chang et al. [19] dynamically allocate
server replicas based on the number of read/write opera-
tions for mobile edge computing. Choudhury et al. [20]
adopt proactive sensing to detect the necessity of duplica-
tion before developing the service duplication scheme. Li
et al. [21] exploit computation duplication in mobile edge
computing networks to speed up the results downloading.
These works study how to reduce service latency in cloud
computing or mobile edge computing while we focus on
the latency and reliability in VEC scenarios which are more
challenging with inherent system uncertainty.
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Task Offloading in VEC. Computation tasks in VEC can be
divided into two categories: offloading to Edge Nodes
(ENs) and offloading to vehicles. For offloading to ENs, the
related works are summarized as follows. Tang et al. [22]
decide the network selection and task offloading simulta-
neously based on the characteristics of vehicle mobility to
minimize the task execution latency. Zhang et al. [23] pro-
pose a software-defined-networking based load-balancing
task offloading scheme in fiber-wireless enhanced VEC to
minimize the task execution latency. Batewela et al. [24]
introduce a concept of risk to measure reliability in VEC
and study risk minimization for vehicles’ task completion
latency. Liao et al. [25] design an intent-aware task offload-
ing strategy which can provide QoE and reliable URLLC
guarantees. Guo et al. [26] design an intelligent task offload-
ing scheme based on deep Q-learning to adapt to fast chang-
ing VEC environment. Barbosa et al. [27] propose to offload
tasks from vehicles using IEEE 802.11p and 5G network
interfaces simultaneously. All these works study offloading
the computation task to a single edge node, which is differ-
ent from our duplicating service requests to multiple
vehicles.

For offloading to vehicles, tasks can be offloaded from
vehicles to vehicles directly [12], [28], [29] or collected by
the ENs and then assigned to the server vehicles centralized
[11], [13], [30]. Sun et al. [12] propose a learning-based task
offloading algorithm to minimize the average offloading
delay. An adaptive learning-based task offloading algo-
rithm with linear complexity and sublinear regret has been
developed [28]. Zhou et al. [29] propose a low complexity
and stable task offloading mechanism to minimize the total
network delay based on the pricing-based matching. The
performance of these distributed schemes may be limited
by the moving directions and velocities of vehicles and less
coordination among task vehicles. With the help of ENs,
task offloading in VEC systems can take place in a larger
region. An alternative way is to make offloading decisions
by the ENs. Chen et al. [11] propose an algorithm based on a
MAB framework to address the inherent issues in VEC sys-
tems including uncertainty of vehicle movement and vola-
tile vehicle members. Jiang et al. [13] propose centralized
resource allocation schemes based on the Markov decision
process with the coordination of ENs. Zhou et al. [30] exploit
the mobility with opportunistic computation offloading and
service request duplication. However, the Markov decision
process based approaches usually suffer from the curse of
dimensionality.

The aforementioned decentralized and centralized
schemes on task offloading in VEC systems focus on reli-
ability and latency. Different from these works, we jointly
consider latency and reliability in the same optimization
model, which is vital for advanced vehicular applications
with high reliability and low latency requirements.

3 SYSTEM MODEL

We consider a VEC system with moving vehicles on roads
and a set of ENs colocated with base stations covering the
main roads. Moving vehicles are classified into Task
Vehicles (TaVs) and Server Vehicles (SeVs). TaVs have ser-
vice requests that need to be offloaded for processing. SeVs

have surplus computing resources which are pooled to pro-
vide computing service. We divide SeVs into N types where
each SeV belongs to a single type based on its mobility infor-
mation (direction, velocity), computation capabilities, and
workload status. Note that the role of each vehicle can
change over time, depending on whether it has surplus
computing resources. ENs collect service requests from
TaVs in its radio range and distribute them to available
SeVs.

For any EN, let f1; 2; . . . ; Tg be the service request
sequence in the order of their arrival. Each request t is
denoted by a tuple ðxt; yt; wt; L

max
t Þ, where xt denotes the

size of request input data, yt is the size of the result, wt is the
numbers of CPU cycles required to complete the request
and Lmax

t is the deadline. A request is completed if the TaV
receives the result winin Lmax

t , otherwise, it fails. For differ-
ent requests, available SeV types change over time due to
vehicle mobility, fluctuating wireless environment, and
unpredictable computation resource accessibility. We use
Vt to denote the available SeV types and P ðVtÞ the distribu-
tion of available SeV types, which is assumed to be i.i.d. for
different requests. This distribution is unknown a priori,
but the set of available SeV types Vt will be revealed to the
EN at the beginning of the decision round for each task
request.

To counter the uncertainty, we introduce the service
request duplication technique. The overall procedure is
described in Fig. 1: 1) Once an EN receives a service request
from a TaV, 2) it selects multiple SeV types (in the available
SeV type set Vt) and sends it to them through duplications.
3) Each selected SeV processes the duplicated request using
its available computation resources. 4) When the result is
ready, the vehicles may move and the SeV is now associated
with a different EN, denoted by S-EN. Then the result is sent
to S-EN, and 5) relayed to T-EN that is the EN currently
associated with TaV. 6) Finally, T-EN forwards it to TaV.
We name each request copy as a duplication and we use
v; ð1 � v � NÞ to denote the SeV type processing the dupli-
cated request. For simplicity, SeV v refers to the SeV of type
v in the following.

3.1 Service-Level Latency

Service-level latency is defined as the time interval from
request generating to result returning. Let Lt;v denote ser-
vice-level latency of SeV v. It consists of four parts.

1) TaV-to-EN (T2E) transmission latency: when a TaV gen-
erates a service request, it connects to a nearby EN, says

Fig. 1. Service request duplication in VEC systems.
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EN0, and offloads its task via the wireless connection. The
T2E transmission latency can be given as LTE

t ¼ xt=r
TE
t ,

where rTEt is the transmission rate for request t from TaV to
EN0. Note that EN0 knows LTE

t by observing the timestamps
of data packets defined by network time protocol.

2) EN-to-SeV (E2S) task transmission latency: EN0 identifies
the available SeV types in its coverage based on the link con-
dition and selects multiple types of SeVs to offload the task.
The E2S transmission latency is LES

t ¼ xt=r
ES
t . The proposed

algorithm works with different E2S transmission models
where the transmission rate rESt can be known or unknown
to EN0.

3) Computation latency: let ft;v be the available CPU fre-
quency allocated by SeV v for request t, which is unknown
to EN0 a priori. Then, the computation latency can be sim-
ply obtained by LC

t;v ¼ wt=ft;v.
4) Result returning latency: The SeV sends the result back

to the TaV via S-EN and T-EN, as shown in Fig. 1. S-EN and
T-EN are determined independently by the mobility of indi-
vidual vehicles. Let LST

t;v be the result returning latency of
SeV v. It consists of three parts: 1) the transmission latency
between SeV v and S-EN LSE

t;v ¼ yt=r
SE
t;v , where rSEt;v is the

transmission rate; 2) the backhaul transmission delay
between S-EN and T-EN LEE

t;v ¼ yt=r
EE
t , where rEEt is the

backhaul transmission rate. If S-EN and T-EN are the same,
then LEE

t;v ¼ 0; 3) the latency for transmitting results between
T-EN and TaV LET

t ¼ yt=r
ET
t , rETt is the fixed transmission

rate operated by T-EN. The result return latency of SeV v
can be obtained as LST

t;v ¼ LSE
t;v þ LEE

t þ LET
t .

Therefore, service latency of SeV v is Lt;v ¼ LTE
t þ LES

t þ
LC
t;v þ LST

t;v . It is a black box to EN0 who makes the duplica-
tion decision: some parts of service latency are unknown to
EN0 (e.g., the computation latency LC

t;v and the result return
latency LST

t;v ), due to the uncertainty in vehicle computation
capability, vehicle movement. For each request t, EN0 choo-
ses a subset of SeV types from Vt for request t, and we call
the subset At � Vt the duplication set for request t. In At,
ENs only choose at most one SeV for each type and send the
task request to an arbitrary SeV of the same type. The ser-
vice-level latency of request t is defined as

Lt ¼ min
v2At

Lt;v: (1)

If TaV receives the result before the deadline, i.e., Lt � Lmax
t ,

then request t is completed. Other slower SeVs do not cancel
the duplication of this request upon its completion for two
reasons. On one hand, canceling requests requires TaVs to
exchange additional information with SeVs, which introdu-
ces additional latency [31]. On the other hand, the latency
performance of all the selected SeVs can be exploited to
enhance the proposed reinforcement learning algorithm,
which will be introduced in Section 4.

3.2 Duplication Cost

Sending each request to all the available SeVs will lead to
resource waste. Vehicles running on roads are energy-con-
straint, especially for electric vehicles. With intensive com-
putations onboard (which consumes almost 10% energy for
the current Tesla Model 3), a fully-charged vehicle is esti-
mated to last much less than the standard mileage [32].

Moreover, improper request duplication could congest the
VEC system and further degrade the experienced latency of
SeV’s own tasks. Hence, we limit the duplication cost. We
define the duplication cost of request t as the total computa-
tion time of all the request duplications [33], i.e.,

Ct ¼
X
v2At

LC
t;v: (2)

Our duplication cost is basic, which can be extended to
other practical costs such as energy consumption or rent.

3.3 Service-Level Reliability

A widely adopted notion of reliability for wireless commu-
nications and standardization bodies as 3GPP is a probabi-
listic bound over the latency. Following that, service-level
reliability is defined as the probability that service-level
latency of request t exceeding a threshold given in the ser-
vice requirement [10]

PrðLt > Lmax
t Þ � �; (3)

where the outage probability � varies from 10�1 to 10�9 for
different QoS requirements [34].

Note that the above reliability constraints cannot cope
with the extreme cases when Lt > Lmax

t . These extreme
cases essentially correspond to the worst cases which are
the key determinant of the reliability performance and
should be properly addressed. The conventional average
based approaches are inadequate for addressing extreme
cases and we need to take into account low violation proba-
bility, tail (decay) behavior of the complementary cumula-
tive distribution function (CCDF), threshold deviation and
its higher-order statistics. To analytically understand these
metrics and statistics, extreme value theory [35] is a power-
ful extreme event control framework.

LetMt be samples of exceeded valueXt ¼ Lt � Lmax
t con-

ditioned on service-level latency Lt;v exceeds the deadline
Lmax
t . By enforcing the constraints

lim
t!1

XT
t¼1

XtILt=
XT
t¼1

ILt � E½Mt�; (4)

lim
t!1

XT
t¼1

YtILt=
XT
t¼1

ILt � E½M2
t �; (5)

we can control the fluctuations of service-level latency and
maintain its extreme values below the desired threshold.
Here, Yt ¼ ðLt � Lmax

t Þ2 and ILt is the request completion
indicator. If Lt > Lmax

t , ILt ¼ 1 (failed), otherwise, ILt ¼ 0
(completed). The samples Mt can be seen as extreme statis-
tics and characterized by extreme event theory. Assume
that service-level latency Lt follows independent and identi-
cal distributions. The Pickands-Balkema-de Haan Theorem
[35] shows that the conditional CCDF of the exceeded value
Mt can be approximated by a generalized Pareto distribu-
tion Gðx; s; �Þ, i.e.,

Gd
MðxÞ ¼

1
s
ð1þ �x

s
Þ�1�1=�; � 6¼ 0

1
s
expð� x

s
Þ; � ¼ 0

(
; (6)
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where d ¼ ðs; �Þ, sð> 0Þ and � are the scale and shape
parameters designed by ENs, and x � 0 if � � 0, otherwise,
0 � x � �s=�. Hence, constraints (4), (5) are rewritten as

lim
t!1

XT
t¼1

XtILt=
XT
t¼1

ILt � s=ð1� �Þ; (7)

lim
t!1

XT
t¼1

YtILt=
XT
t¼1

ILt � 2s2=ð1� �Þð1� 2�Þ: (8)

3.4 Correlation of Service-Level Latency and
Reliability

As both service-level latency and service-level reliability are
related to latency, then it inevitably raises a question:
What’s the correlation between them? The answer is reli-
ability is consistent but not identical with the latency and
the reason is analyzed as follows. Service-level latency
focuses on the average value of latency while service-level
reliability concerns extreme latency values. In specific, due
to the uncertainty of VEC systems, service-level latency can
be treated as a random variable with unknown distribution.
The time-average latency is the expectation while the reli-
ability restricts the tail of the distribution. They work on dif-
ferent statistics metrics of the latency distribution.

When we restrict exceeded values, the latency distribu-
tion is shaped as a more light-tailed distribution. We give
an example to show how reliability contributes to reducing
the average latency. In Fig. 2, the red curve represents the
original latency distribution fPDF ðXÞ with the expectation
E½L�. The area enclosed by the red curve and coordinate
axis is 1. When we add constraints on the exceeded value,
the latency distribution is shaped as f 0PDF ðXÞ represented
by the blue curve with expectation E0½L�. Since the area
enclosed by the blue curve and coordinate axis is also 1, the
area of the two shadows are the same. So we have E0½L� <
E½L�. Similarly, minimizing the average latency contributes
to enhancing the reliability. Our analysis above is supported
by Markov’s inequality, which says: the heavier the tail, the
larger the expectation.

Lemma 1. (Markov’s inequality). Let x > 0 be a non-negative
random variable. Then, for all b > 0

Prðx > bÞ � E½x�
b

: (9)

4 PROBLEM FORMULATION AND ANALYSIS

Given a total of T requests, our objective is to minimize the
average service-level latency of requests under the cost and

reliability constraints by deciding the duplication set At

without a priori information of service-level latency and
duplication cost. The problem is formulated as

P1 : min lim
T!1

1

T

XT
t¼1

Lt

s:t: C1 : lim
T!1

1

T

XT
t¼1

Ct � CB;

C2 : ð3Þ; ð7Þ; ð8Þ: (10)

The constraint C1 is the long-term average cost constraint
withmaximumcost,CB. C2 is the service-level reliability con-
straint based on extreme event theory. There is a significant
challenge to directly solve P1 since the long-term cost and
reliability constraints couple the duplication decisions across
different requests: using more duplication cost (violating the
reliability requirement) for the current request will poten-
tially reduce the cost (make the reliability requirement more
stringent) for future requests, and yet the decisions have to be
made without foreseeing the future. To address this chal-
lenge, we leverage Lyapunov optimization [36] to solve a
deterministic problem for each request, while adaptively bal-
ancing the latency performance and cost over requests.

4.1 Problem Transformation

By following the Lyapunov optimization framework, we
construct a virtual duplication cost queue as

Q0ðtþ 1Þ ¼ Q0ðtÞ þmaxðCtðAtÞ � CB; 0Þ: (11)

We set Q0ð0Þ ¼ 0 as the system begins at t ¼ 0. From the
queue evolution, the cost queue length increases by CtðAtÞ
if the duplication set At is made for request t, and it
decreases by CB. Then, we recast the reliability constraint in
(3) as E½ILt � � � and define the virtual queues for (3), (7) and
(8) as

Q1ðtþ 1Þ ¼ Q1ðtÞ þ ð1� �ÞILt ; (12)

Q2ðtþ 1Þ ¼ Q2ðtÞ þ Xt � s

1� �

� �
ILt ; (13)

Q3ðtþ 1Þ ¼ Q3ðtÞ þ Yt � 2s2

ð1� �Þð1� 2�Þ
� �

ILt : (14)

We set Qið0Þ ¼ 0; i ¼ 1; 2; 3 as the system begins at t ¼ 0.
From the queue evolution, the queue length of Q1 (Q2, Q3)
increases by 1 (Xt, Yt) if request t fails, and it decreases by
the parameter � ( s

1�� ,
2s2

ð1��Þð1�2�Þ). The queue length of Qi does
not change if request t is completed. Thus, we transform the
problem of satisfying a time average inequality constraint
into a pure queue stability problem.

Let QðtÞ ¼ ðQ0ðtÞ; Q1ðtÞ; Q2ðtÞ; Q3ðtÞÞ, its Lyapunov func-

tion LðQðtÞÞ ¼ 1
2

P3
i¼0 Q

2
i ðtÞ, and the drift of the Lyapunov

function is defined as

DLt ¼ LðQðtþ 1ÞÞ � LðQðtÞÞ: (15)

The upper bound of the Lyapunov drift is given by DLt �
DB þQ0ðtÞðCt � CBÞ þQ1ðtÞ ð1� �ÞILt þQ2ðtÞðXt � s

1��ÞILt

þQ3ðtÞðYt � 2s2

ð1��Þð1�2�ÞÞILt , where DB ¼ ðCBÞ2 þ ð1� �Þ2 þ
ðMmax � s

1��Þ2 þ ðM2
max � 2s2

ð1��Þð1�2�ÞÞ2, whereMmax ¼ maxMt.

Fig. 2. The correlation between service-level latency and reliability.
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By controlling the upper bound, the algorithm can ensure
the stability of virtual queues. The conditional expected Lya-
punov drift of request t is defined as E½LðQðtþ 1ÞÞ �
LðQðtÞÞjQðtÞ�. We define h as a parameter that controls the
tradeoff between the virtual queue length and the accuracy
of the optimal solution of problem P1. We then introduce a
penalty term hE½LtjQðtÞ� to the expected drift and minimize
the upper bound of the drift plus penalty, E½LðQðtþ 1ÞÞ �
LðQðtÞÞjQðtÞ� þ hE½LtjQðtÞ�. As a result, P1 can be trans-
formed into P2 in (16).

P2 : min
At�Vt

E½Q0ðtÞCt þ ðQ1ðtÞ þQ2ðtÞXt þQ3ðtÞYtÞILt

þ hLtjQðtÞ�: (16)

There are two major challenges to solving P2. First, opti-
mally solving P2 requires complete information in the
system, including parameters of all requests, TaVs, and
SeVs, which is hard to obtain in advance. Furthermore, P2 is
a nonlinear integer programming problem. Even if the com-
plete future information is known as a priori, it is still diffi-
cult to solve with low complexity.

4.2 Oracle Solution

In this section, we obtain the duplication decision by an
Oracle where the EN knows the complete information.
Assume a genie-aided scenario that the expectations of ser-
vice-level latency E½Lt�, duplication cost E½Ct�, request com-
pletion indicator E½It�, the exceeded value E½Xt�, and its
square E½Yt� are known. We can get the optimal duplication
set A	t to the per-request problem for request t. Therefore,
the optimal solution for P2 is fA	t gTt¼1 which is called Oracle
solution and the corresponding average latency is L	.
Although it is not realistic due to the uncertainty in vehicle
movement and network conditions, the Oracle scenario pro-
vides insights into the subsequent algorithm design. Let At

be the duplication set derived by a certain algorithm. The
performance of this algorithm is evaluated by its loss com-
pared with the Oracle solution. The expected loss is called
regret, which is formally defined as

RðT Þ ¼ E
XT
t¼1
ðLtðAtÞ � L	Þ

" #
: (17)

Note that minimizing the regret is equivalent to minimiz-
ing the service-level latency. In the next section, we map the
service request duplication problem into a combinatorial
MAB framework. Thus, an EN can learn the average ser-
vice-level latency of service request duplications over
requests by observing the feedback.

5 ALGORITHM DESIGN

Sequential decision-making problems under uncertainty are
studied under the MAB framework and efficient learning
algorithms that provide strong performance guarantees
have been developed. Our service request duplication prob-
lem fits well in a combinatorial MAB framework. In this
framework, SeV types are arms, service-level latency Lt is
the reward, and duplication cost LC

t is the cost to choose
each arm, both of which are stochastic variables following

certain distributions. For each request, ENs choose a dupli-
cation set At and observe the feedback.

We aim to design a service request duplication algorithm
to minimize the objective of P2 in (16). In the formulation of
P2, service-level latency Lt, the duplication cost Ct, the
request completion indicator It, the exceeded value Xt and
its square Yt are all unknown. Learning-based algorithms are
necessary to strike a balance between exploitation (i.e., choos-
ing the SeV set that gave the lowest latency in the past) and
exploration (i.e., seeking new SeV sets that might give lower
latency in the future). In the combinatorial MAB framework,
the overall duplication cost is a linear summation of each
duplication cost and we can the Upper Confidence Bound
(UCB) algorithm [37] to estimate the duplication cost. How-
ever, service-level latency is a nonlinear function of each
duplication latency, where the UCB algorithm doesn’t work.
We introduce the Stochastically Dominant Confidence
Bound (SDCB) algorithm to address the nonlinear combina-
tion challenge. The algorithm is stated in Algorithm 1.

5.1 UCB Based Duplication Cost Estimation

Recall that the duplication cost Ct is the summation of all
LC
t;v (v 2 At), i.e., Ct ¼

P
v2At

LC
t;v. We modify UCB algorithm

to estimate Ct. We can observe LC
t;v when request t is com-

pleted. If for request t, the computation time of SeV v
exceeds Lmax

t , we regard that the request fails in SeV v, and
set the observed latency LC

t;v ¼ Lmax
t for learning purposes.

We set LC
t;v ¼ Lmax

t if SeV v =2 At. Let ~LC
t;v ¼

LC
t;v

Lmax
t

be the nor-

malized computation time of SeV v. Thus, ~LC
t;v 2 ½0; 1�. Let kv

be the number of occurrences of SeV v 2 Vt and let ht;v be
the number of times SeV v has been chosen by the comple-
tion of request t. Let L̂C

t;v be the normalized sample mean of
the observed computation time of SeV v by the completion
of request t, i.e., L̂C

t;v ¼
Pt

i¼1 ~LC
i;v=ht;v. We use �LC

t;v to denote
the UCB estimate of computation time of SeV v for request
t, which is given as follows:

�LC
t;v ¼ max L̂C

t�1;v �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3log ðt� kvÞ

2ht�1;v

s
; 0

( )
; (18)

where L̂C
t;v and

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3log ðt�kvÞ
2ht�1;v

q
correspond to exploitation and

exploration, respectively. Similarly, we set �LC
t;v ¼ 0 if

ht�1;v ¼ 0. The padding term
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3log ðt�kvÞ
2ht�1;v

q
considers the num-

ber kv occurrences of each SeV v such that the newly

appeared SeVs can be better explored. Next, we will esti-

mate Lt following a similar idea.

5.2 SDCB Based Service-Level Latency Estimation

Recall that service-level latency Lt of request t is a nonlinear
function of Lt;v with v 2 At, i.e., LtðAtÞ ¼ minv2AtLt;v. The
duplication setAt depends on the entire latency distribution
of available SeVs, rather than the mean of them. As UCB
doesn’t work directly on the nonlinear function, another
learning algorithm named SDCB [38] can estimate the distri-
bution of Lt;v and its stochastically dominant confidence
bounds. Hence, we extend SDCB for Lt;v estimation. We can
observe Lt;v when request t is completed. Let ~Lt;v ¼
Lt;v=L

max
t be the normalized latency. Denote Dv, D̂v and �Dv
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as the true distribution, the empirical distribution, and
the estimated distribution of the normalized latency ~Lt;v.
Let Fv, F̂t;v, and �Ft;v denote the CDF of Dv, D̂v and �Dv

respectively. Notice D̂v have finite supports (feasible in
practice) and it can be fully described by a finite set of
supports (i.e., f ~L1;v; . . . ; ~Lt;v; . . . ; ~LT;vg) and the values of
its CDF F̂t;v on the supported points is F̂t;vð ~Lt;vÞ ¼
Prx
D̂vðx � ~Lt;vÞ; 8t. The value of F̂t;vð ~Lt;vÞ is just the frac-

tion of the observed outcomes from SeV v that are no
larger than ~Lt;v. Therefore it suffices to store these dis-
crete points as well as the values of F̂t;v at these points
to store the whole function.

The SDCB estimates the service-level latency distribution
of SeV v as follows:

�Ft;vð ~Lt;vÞ ¼
0; if Lt;v ¼ 0

½ðF̂ t�1;v �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3log ðt�kvÞ
2ht�1;v

q
Þð ~Lt;vÞ�

�
; if Lt;v > 0;

8<
:

(19)

where ½��� ¼ minð�; 1Þ and F̂t�1;v � c is the estimated CDF
obtained by applying the element-wise addition of scalar c
to the values of the empirical CDF F̂t�1;v supported by
f ~L1;v; ~L2;v; . . . ; ~Lt�1;vg. We set �Ft;vðLt;vÞ ¼ 1 if ht�1;v ¼ 0. Simi-
lar to the UCB estimation, SDCB can balance the explora-
tion-exploitation tradeoff during the learning process. As
Xt, Yt and ILt are functions of Lt and can be further derived
by �Ft;v. Thus, for each request t, we can observe the set of
available SeVs Vt and select an SeV set At � Vt that mini-
mize the objective as (20), where �D ¼ D1 
D2 
 � � � 
DjAtj
is joint distribution of �Dv

min
At�Vt

Q0ðtÞ
X
At

�LC
t

þ E �D½ðQ1ðtÞ þQ2ðtÞXt þQ3ðtÞYtÞILt þ hLtjQðtÞ�:
(20)

5.3 Obtaining the Duplication Set

Since service-level latency is continuous, Algorithm 1
may suffer from large storage usage and computational
complexity for constructing the latency distribution as t
grows. Specifically, the observed service-level latency
Lt;v of each SeV v might be different at each time, and
thus the required storage for each empirical CDF F̂t;v is
OðtÞ. Meanwhile, it takes OðtÞ time to calculate the
numerical upper confidence bound �Ft;v. To reduce the
storage usage and computational complexity of the algo-
rithm, the empirical CDF F̂t;v is specified over m values,
0 � b1 � b2 � � � � � bm � V and if bj�1 < ~Lt;v < bj, the
normalized latency is bj. Calculating At is a minimum
element problem, which is NP-hard [39] even under the
discrete distribution.

We start analyzing the structure of the objective function
in (20) denoted by fobjðAtÞ ¼ fobj1 ðAtÞ þ fobj

2 ðAtÞ, where

fobj
1 ðAtÞ ¼ Q0ðtÞ

P
At

�LC
t is a linear summation function and

fobj
2 ðAtÞ ¼ E �D½ðQ1ðtÞ þQ2ðtÞXt þQ3ðtÞYtÞILt þ hLtjQðtÞ� is

known as a submodular function [39]. Thanks to the special
structure of fobj

1 ðAtÞ and fobj2 ðAtÞ, we can efficiently solve
(20) (Lines 11-14). Specifically, we iteratively select the best
duplication such that

v	 ¼ arg max
v2VtnAt

fobj2 ðAtÞ � fobj
2 ðAt [ fvgÞ

fobj1 ðfvgÞ
: (21)

For any �, the algorithm for obtaining the duplication set
(Lines 11-14) achieves a ð1þ �Þ approximation to the opti-
mal value fobjðA	t Þ with cost of Ctðlog m

minv2Vt Lt;v
þ log 1

�Þ [39].
The EN offloads service request duplications to all the
selected SeVs v 2 At, waits for their feedback to observe
the latency, and finally updates the empirical duplication
cost L̂C

t;v and latency distribution CDF F̂t;v, and selected
times ht;v (Line 19). The time complexity of Algorithm 1 is
dominated by while loop (Lines 11-14), which is in the order
of OðmaxtjVtj �maxtjAtjÞ.

Algorithm 1. Learning Based Service Request Duplication

1: Initialization: h0;v ¼ 0; kv ¼ 0, Qið0Þ ¼ 0; i ¼ 0; 1; 2; 3
2: for t ¼ 1; . . . ; T do
3: Update QiðtÞ according to (12)-(14).
4: At ¼ ;.
5: for Each v 2 Vt do
6: kv ¼ kv þ 1.
7: Update estimations �Lc

t;v and
�Ft;v as (18) and (19).

8: if 9kv ¼ 1 then
9: At  At

S fvg.
10: end if
11: end for
12: while 9v	 s.t fobjðAtÞ � fobjðAt [ fv	gÞ do
13: At  At [ fv	g.
14: Choose v	 according to (21).
15: end while
16: Duplicate the request to each SeV v 2 At.
17: /*computing and information transmissions*/
18: for Each SeV v 2 At do
19: Observe latency LC

t;v and Lt;v.
20: Update ht;v and statistics L̂C

t;v, F̂t;v.
21: end for
22: end for

5.4 Algorithm Performance Analysis

In this subsection, we prove an upper bound on the time-
average regret RðT Þ

T under the proposed algorithm by follow-
ing a similar line of regret analysis in [40]. This upper bound
is achieved uniformly over time (i.e., for any finite time hori-
zon T ) rather than asymptotically when T goes to infinity.
We state this result in Theorem 1.

Theorem 1. Under the proposed algorithm, the time-average
regret RðT Þ

T has the following upper bound:

RðT Þ
T
� DB

h
þ 1

Th

X5
i¼1

2 �MiN 4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3T logT

p
þ 1þ 5p2

12

� �
; (22)

where N ¼ maxtjVtj, �M1 ¼ hLext, �M2 ¼ 1=2LmaxQ
max
0 , �M3

¼ Qmax
1 , �M4 ¼ ðLext � LmaxÞQmax

2 , �M5 ¼ ððLext � LmaxÞ2
Qmax

3 , and Lext � maxt;vLt; v.

Proof. For request t, consider an optimal strategy A	t and its
corresponding service-level latency L	ðA	t Þ. We rewrite
the time-averaged regret of the proposed algorithm as
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RðT Þ=T ¼ 1

T

XT
t¼1

E½DLðtÞ�; (23)

where DLðtÞ ¼ LtðAtÞ � L	t ðA	t Þ ¼ minv2AtLt;v �minv2A	t
Lt;v. Using the Lyapunov-drift analysis [36], we can
bound the expected drift-plus-regret as

E½DLt þ hDLðtÞjQðtÞ� � DB þ E½D1ðtÞjQðtÞ�; (24)

where D1ðtÞ ¼ Q0ðtÞðCt � C	t Þ þQ1ðtÞðILt � IL	t Þ þQ2ðtÞ
ðXt �X	t ÞIL	t þQ3ðtÞðYt � Y 	t ÞIL	t þ hðLtðAtÞ � L	t ðA	t ÞÞ.
Summing (24) for all t, using the trick of telescoping sum,

and dividing both sides of the inequality by Th with

LðQðT ÞÞ > 0 and LðQð1ÞÞ ¼ 0, we have

1

T

XT
t¼1

E½DLðtÞjQðtÞ� � DB

h
þ 1

Th

XT
t¼1

E½D1ðtÞjQðtÞ�: (25)

Then, it remains to show the following bound:

XT
t¼1

E½D1ðtÞ� �
X5
i¼1

2 �MiN 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6T logT

p
þ 1þ 5p2

12

� �
: (26)

Consider a strategy A0t, for each request t, follows:

A0t 2 min
At�Vt

E½Q0ðtÞ
X
At

LC
t

þ ðQ1ðtÞ þQ2ðtÞXt þQ3ðtÞYtÞILt þ hLt�: (27)

Recall that for each request t, the proposed algorithm
chooses a duplication set At according to (20). There-
fore, we have Q0ðtÞ

P
At

�LC
t þ E �DðAtÞ½ðQ1ðtÞ þQ2ðtÞXt þ

Q3ðtÞYtÞILt þ hLt� � Q0ðtÞ
P
A0t

�LC
t þE �DðA0tÞ½ðQ1ðtÞ þQ2

ðtÞXt þQ3ðtÞYtÞILt þ hLt�. Following that, we derive an

upper bound on D1ðtÞ as

D1ðtÞ � h ðLtðAtÞ � E �D½LtðAtÞ�Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
J1

þQ0ðtÞ ðCt � �CtÞ|fflfflfflfflfflffl{zfflfflfflfflfflffl}
J2

þQ1ðtÞ ðILt � E �D½ILt �Þ|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
J3

þQ2ðtÞ ðXtILt � E �D½XtILt �Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
J4

þQ3ðtÞ ðYtILt � E �D½YtILt �Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
J5

þ h ðE �D½L0tðA0tÞ� � L0tðA0tÞÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
J 0
1

þQ0ðtÞ ðC0t � �C0tÞ|fflfflfflfflfflffl{zfflfflfflfflfflffl}
J 0
2

þQ1ðtÞ ðE �D½IL0t � � IL0t
Þ|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

J 0
3

þQ2ðtÞ ðE �D½X0tIL0t � �X0tIL0tÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
J 0
4

þQ3ðtÞ ðE �D½Y 0t IL0t � � Y 0t IL0tÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
J 0
5

:

(28)

Define JiðtÞ and J 0iðtÞ; ði ¼ 1; 2; 3; 4; 5Þ as in (28). Since
QiðtÞ is independent and bounded by a constant Qmax

i ,
we prove the bounds of JiðtÞ and J 0iðtÞ by following Lem-
mas 1-3 of [38] and Theorem 2 of [40]

E½Ji� � 2MiN 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6T logT

p
þ 1þ p2

4

� �
; i ¼ 1; 2; 3; 4; 5; (29)

E½J 0i � � 2MiN
p2

6
; i ¼ 1; 2; 3; 4; 5; (30)

where M1 ¼ Lext, M2 ¼ 1=2Lmax, M3 ¼ 1, M4 ¼ Lext�
Lmax,M5 ¼ ðLext � LmaxÞ2. tu
The regret upper bound in (22) is quite appealing as it

separately captures the impact of the cost and reliability
constraints and the impact of the uncertainty in service-
level latency for any finite request number T . Note that the
regret upper bound in (22) has two terms. The first term DB

h

is inversely proportional to h and is attributed to the
impact of the cost and reliability constraints. The second

term 1
Th

P5
i¼1 2 �MiNð4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3T logT
p þ 1þ 5p2

12 Þ is of the order

Oð ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
logT=T

p Þ. This part of the regret corresponds to the
notion of regret in typical MAB problems and is attributed
to the loss in the learning/exploration process.

5.5 Limitations of Our Algorithm

Our algorithm has two main limitations. First, each EN
makes service request duplication decisions for request t
after the completion of all t� 1 previous requests in the
algorithm description. Our work can also apply in scenar-
ios where requests come before the completion of all pre-
vious requests. In this case, the EN makes decisions once
requests arrive at the EN based on the estimated latency
performance of requests that are already completed. The
influence on the algorithm performance will reduce as t
grows because the estimated latency performance would
be more accurate along with the request increase. Second,
our algorithm requires 1) plenty of moving vehicles to
provide idle computing resources and 2) sufficient revisit
times of SeVs in the coverage of each EN to accumulate
sufficient historical data for good learning performance.
Hence, our algorithm works better on busy city roads
than rural roads.

6 EVALUATION

In this section, we evaluate the performance of the proposed
algorithm by two metrics: average latency and average out-
age probability. We share source codes4 for researchers who
are interested in our work.

6.1 Simulation Settings

Our simulation uses two real-world datasets: Shanghai
Taxi Trace dataset and Shanghai Telecom’s Base Station
dataset.5 The Shanghai Taxi Trace dataset contains the
traces of 4,328 taxis in Shanghai. Shanghai Telecom’s base
station dataset contains the exact location information of
3,233 base stations. It also contains more than 7.2 million
records of accesses from 9,481 mobile phones during six
successive months. Fig. 3a shows the heat map of taxi
trace data, Fig. 3b shows an individual taxi trace and the
surrounding base stations’ deployment more clearly. The
green spots are taxi traces and the black tower shapes
represent base stations. We combine the two datasets to
simulate a scenario where the EN manages service
request duplication from TaVs to SeVs. Specifically, we
use taxi traces to simulate vehicle movement in the VEC
system. We choose base stations along roads to deploy

4. http://sguangwang.com/resources.php
5. http://sguangwang.com/TelecomDataset.html
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ENs according to the location information in the base sta-
tion dataset. Vehicles move on roads and can access at
least one EN.

The maximum coverage of each EN is set as 500m. We
divide the SeVs into 10 types according to their speed
and computing capabilities. The available SeV types are
uniformly distributed for each request. Requests from
TaVs are of the same type with the input data size xt =
1Mb, the request result size yt = 0.5Mb and the required
CPU cycles wt = 200M [11]. The deadline Lmax

t for each
request t is set as 1sec. The EN-to-Vehicle data transmis-
sion rate is set as 50 Mbps [41]. The Vehicle-to-EN trans-
mission rate is uniformly distributed in [0.25, 10] Mbps
[41]. The backhaul transmission time is set as 50ms. From
[12], the maximum CPU frequency of each SeV is uni-
formly chosen within [2, 8] GHz. Moreover, we set the
cost limit CB as 2sec which would not waste much system
computation resource. We set the reliability parameters
� ¼ 0:01 which is a typical reliability requirement for VEC
applications described in [10]. And we set s ¼ 1:18, � ¼
�0:59 to restrict the tail distribution, which controls the
extremely large values [42].

6.2 Benchmarks

We compare the proposed algorithm with five baselines:

1) Oracle: the EN obtains the same number of the best
service request duplications with the proposed algo-
rithm by knowing expectations of each SeV’s latency
and cost, which is not realistic in practice.

2) DATE-V [11]: a learning algorithm for task offload-
ing proposed in [11] maximizing average reliability.

3) LTR [12]: a UCB-based task offloading proposed in
[12] aiming to minimize average latency.

4) RD (Random Duplication): the EN randomly selects
the same number of SeVs as the proposed algorithm.

5) ND (No Duplication): EN always selects the best SeV
for each request following the proposed algorithm.

6.3 Evaluation of Request Duplication Feasibility

Before evaluating our algorithm, we analyze the realistic
dataset to support the feasibility of service request duplica-
tion in VEC scenarios. Our main idea is to illustrate there
are enough vehicles in the radio range of each EN to realize
request duplications on vehicles. We select twelve typical

Fig. 3. Dataset illustrations.

Fig. 4. Evaluation of service request duplication feasibility.
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ENs with different vehicle occurrence times from Fig. 3b
and count the number of vehicle occurrences every hour,
the sum of occurrence counts over one day of each EN, and
the sum of taxi number over one day of each EN.

From Fig. 4a, we can observe that the vehicle occurrence
time varies during a day. The vehicle occurrence number
of EN 715 is less than ten during the small hours. In this
case, service request duplication may be not feasible
because the vehicle number is small. We can observe this
is a small proportion in the illustrated ENs and we find
that more than 87% ENs in the dataset have more vehicle
occurrence times than EN 715. This can verify the feasibil-
ity of service request duplication in the urban areas.
Fig. 4b shows the taxi occurrence times and taxi number in
the coverage of each EN over one day. As each taxi’s
occurrence time in the coverage of each EN is around 8.7-
25.4 times during a day. We divide the vehicles into ten
types and learn the performance of each type. It can be
implied that the algorithm would have enough time to
learn the performance of each SeV type.

6.4 Performance Comparison Along With Requests

In the simulation, we select EN 1744 and randomly select a
vehicle as TaV and the rest as SeVs in its coverage for each
request. From Fig. 4, we can observe that the taxi number
passing by one EN during one day is large while the passing
time of each vehicle is not enough to learn the performance
of each vehicle. So we divide the SeVs into ten types and
randomly select one from each type as candidate SeV set for
each request. The algorithm learns the performance of each
type in the simulation.

Fig. 5 shows the time-averaged performance achieved by
the proposed algorithm and the other five benchmarks. We
select a serial of 2
 104 request requests from start. We
record the average latency, average outage probability
along with the request number. In Fig. 5a, the Oracle algo-
rithm achieves the lowest latency of 0.58 sec, which gives a
lower bound to other algorithms. The proposed algorithm
achieves the latency of 0.61 sec while LTR and DATE-V
achieve 0.64 sec, RR algorithm achieves 0.75 sec and NR
achieves 1.30 sec. We see that the proposed algorithm

Fig. 5. Algorithm comparison along with request number.

Fig. 6. Regret of our algorithm.
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decreases the average latency from 0.70 sec to 0.61 sec. This
means that the proposed algorithm can learn from latency
feedback over time and after sufficiently many requests, it
selects duplications almost as well as Oracle does. In
Fig. 5b, the Oracle algorithm achieves the highest reliability
of 99.62% while the proposed algorithm achieves 99.37%.
The baselines of LTR, DATE-V, RR, and NR achieve 98.85%,
98.55%, 96.88%, and 92.46% respectively. We observe that
the proposed algorithm has a 5% latency improvement com-
pared with LTR (and DATE-V). Only the Oracle algorithm
and the proposed algorithm can satisfy the reliability
requirement. Although the performance improvement is
not that much, it is significant for applications such as self-
driving, which require quite low latency and high reliability
(e.g., a subtle drop in reliability may negatively affect the
safety of self-driving vehicles).

6.5 Regret of Proposed Algorithm

Fig. 6a shows the regret of the proposed algorithm. The pro-
posed algorithm has much less regret than other bench-
marks. The regret of DATE-V, LTR, NR algorithms is
sublinear, while that of RR is linear. The regret of DATE-V,
LTR are guaranteed by the learning algorithm proposed in
[11], [12]. Fig. 6b seems to suggest that the time-average
regret RðT Þ=T can be well bounded by

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
log ðT Þ=Tp

as
shown in Theorem 1.

6.6 Parameter Impact

Fig. 7a illustrates the effectiveness of Pickands-Balkema-de
Haan theorem to characterize the exceeded latency. We can
observe that the empirical CCDF of exceeded value can be
well fitted by the approximated GPD with parameters s ¼
1:18 and � ¼ �0:59. The shape and scale parameters con-
verge to the value given in the parameter settings. Charac-
terizing the statistics of exceeded value helps to locally
estimate the network-wide extreme metrics, e.g., the maxi-
mal latency among all SeVs, and enables us to proactively
deal with extreme events.

Fig. 7b shows the tradeoff between latency (reliability)
and cost, which is controlled by the parameter h. We seek to

provide guidelines for selecting h in real implementations:
under the cost constraint, one should choose appropriate h

that can minimize the average latency performance. By
changing h from 0.2 to 6, the proposed algorithm cares
more about the latency performance, and thus the average
latency decreases. This further contributes to reducing out-
age probability. However, with less concern on the duplica-
tion cost, the average duplication cost increases and will
finally reach the maximum cost.

7 CONCLUSION

In this paper, we investigate online service request dupli-
cation for vehicular applications. We present a joint
model of service-level latency and reliability. We formu-
late this problem as a combinatorial MAB problem with
long-term cost and reliability constraints and then adopt
the Lyapunov optimization technique to properly tradeoff
the QoS guarantee and system resource cost. Then, we
propose a learning algorithm by extending confidence
bound based learning algorithms to deal with the exploi-
tation-exploration tradeoff in face of system uncertainty.
Further, we rigorously prove that the proposed algorithm
has a sublinear cumulative regret. Simulation results
demonstrate that the proposed algorithm outperforms the
benchmark solutions. In future work, we will investigate
the federated learning among different ENs to estimate
the extreme parameters to further improve the latency
and reliability performance.
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